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1
METHOD AND MECHANISM FOR
PERFORMING BOTH SERVER-SIDE AND
CLIENT-SIDE RENDERING OF VISUAL DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of U.S. Provi-
sional Application 61/495,147, filed on Jun. 9, 2011, which is
hereby incorporated by reference in its entirety.

FIELD

The invention relates to the field of remote rendering.

BACKGROUND

3D Graphics rendering systems, such as gaming PCs and
gaming devices follow a standard architecture that typically
includes:

1. CPU subsystem—it includes the main processor,

memory and storage

2. Graphics subsystem—it includes the graphics processor

(GPU) and associated memory

3. A Display subsystem that is connected to the GPU

The CPU subsystem and the GPU subsystem are connected
through a high speed bus, such as PCI, AGP or PCI-Express.
The GPU subsystem is connected to the Display through
another high speed interface such as HDMI, DVI, or Display
Port. The role of these components can be thought of as the
CPU being responsible for describing the content at an
abstract level and the GPU is responsible for rendering the
content in a pixel form. The Display is responsible for visu-
ally showing the pixels to the user.

Typically, the main program generating the graphics, such
as a game program, is run on the CPU where the game
program listens to user input from keyboard or game pad. The
game program executes the game logic and then sends com-
mands to the GPU telling the GPU how to create a picture
(also called as frame) that will be shown on the Display. This
process is repeated several times every second to create an
appearance of smooth motion on the Display. Typically it is
repeated 30 times a second. This figure is also knows as
refresh rate.

Itis GPU’s job to execute the commands sent by the CPU.
Commands can be roughly categorized as “simple com-
mands” that GPU can execute by itself, “indirect commands™
that refer to data residing in the CPU’s memory (known as
System Memory), or commands that read the data generated
by the GPU.

Typically the volume of data going from the CPU to GPU,
and the system memory to GPU, far outweighs the data com-
ing from the GPU to CPU. The performance of the GPU, and
therefore the quality of the gaming experience, is directly
proportional to the number of frames the GPU can process per
second. The data transfer bandwidth between the CPU/Sys-
tem Memory and the GPU plays a crucial role in this perfor-
mance. Ifthe interface between the CPU and GPU is slow, this
data transfer can be a bottleneck that will hurt performance.
The pace of innovation in this interface (ISA, PCI, AGP, PCIE
1.0, PCIE 2.0, PCIE 3.0) has been brisk. A typical gaming
system today has bandwidth of up to 4 Gbytes/Second.

The nature of the CPU-GPU and the GPU-Display inter-
face has required that the CPU, GPU and Display be part of
the same system to guarantee the best performance. This
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limitation has implications for system design, such as power
consumption, size, portability, cooling requirements and
noise.

For these and other reasons, there is interest in the graphics
community to find ways physically to separate the CPU, GPU
and Display, in a way that does not require re-writing of
applications. Possible solutions range from physical separa-
tion at the electrical level, to software solutions that operate at
higher levels.

The problem becomes even more complicated in a net-
worked environment, in which the user may be remote from a
server that houses the main program which generates the
graphics. For example, many of the most popular modern
applications are interactive multi-user games applications, in
which the users’ computing systems are connected by a net-
work to a centralized game program on a remote server. The
user interacts with the game program by providing inputs
from the user’s local computer system, but the visual contents
that are seen by the user are instituted by the operations of the
remote game program on the server, which are then locally
displayed to the user on the user’s local display device.

One possible approach to implement this type of net-
worked system is to require the CPU and GPU at the server to
generate and render video data at the server-side that will be
sent to the client computer, and which will utilize the video
decoder at the client to be displayed at the client-side. This
approach is shown in FIG. 1, in which the CPU and GPU
processors 102a located at the server 108 take on the entirety
of'the work needed to render the display graphics, so that only
a stream of video display pixels 110 are sent to the client to be
displayed by the video decoder 106a at the client.

Alternatively, remote rendering may be employed to off-
load some of the rendering workload to the client. This
approach is shown in FIG. 2, in which the CPU 1025 at the
server 108 is responsible for operating the game logic, but it
is the GPU 1065 at the client that takes care of processing
graphics data 112 sent from the server 108 to locally render
visual graphics to be displayed to the user.

Each of these approaches has its own specific advantages
and disadvantages. For example, if the local GPU is exces-
sively underpowered (e.g., inadequate processor speed) or
has insufficient system resources (e.g., insufficient memory),
then the display performance using the approach of FIG. 2
may be much less desirable than the approach of FIG. 1. On
the other hand the approach of FIG. 2 may provide much
better performance than the approach of FIG. 1 under certain
circumstances that can take advantage of the local GPU, e.g.,
display frames which do not undergo many changes will
require much less network bandwidth in the approach of FI1G.
2 compared to the approach of FIG. 1. While each approach
has its own set of advantages compared to the other, there are
no existing systems that can combine the best advantages of
both into a single system.

SUMMARY

Some embodiments of the present invention provide an
improved approach for rendering graphics that can utilize
both server-side rendering and client-side rendering for the
same display frame. In this way, the different visual objects
within the same frame can be rendered using either approach,
either at the server or at the client.

Further details of aspects, objects, and advantages of the
invention are described below in the detailed description,
drawings, and claims. Both the foregoing general description
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and the following detailed description are exemplary and
explanatory, and are not intended to be limiting as to the scope
of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example approach for performing
server-side rendering.

FIG. 2 illustrates an example approach for performing
client-side rendering.

FIG. 3 illustrates an example architecture for performing
both server-side and client-side rendering.

FIG. 4 illustrates a flowchart of an approach for performing
both server-side and client-side rendering.

FIG. 5 illustrates a flowchart of an approach for determin-
ing whether to perform server-side and client-side rendering
for an object.

FIG. 6 illustrates a flowchart of an approach for determin-
ing whether a client-side GPU is capable of rendering an
object.

FIG. 7 illustrates a flowchart of an approach for determin-
ing costs of performing server-side and client-side rendering.

FIG. 8 shows a flowchart of an approach for estimating
costs of server-side versus client-side rendering.

FIG. 9 shows a flowchart of an approach for evaluating the
number of pixels associated with graphics commands.

FIGS. 10A-E illustrate an approach for performing both
server-side and client-side rendering.

FIG. 11 depicts a computerized system on which an
embodiment of the invention can be implemented.

DETAILED DESCRIPTION

Some embodiments of the present invention are directed to
an improved approach for rendering graphics that can utilize
both server-side rendering and client-side rendering for the
same display frame. In this way, the different visual objects
within the same frame can be rendered using either approach,
either at the server or at the client.

FIG. 3 illustrates an example architecture 300 which may
be employed in some embodiments of the invention to render
graphics across a network. Architecture 300 may include one
or more users at one or more client station(s) 322 that operate
or utilize a central program at a server 308. Such central
programs include, for example, networked game programs.
Client station 322 comprises any type of computing station
that may be used to operate or interface with a central pro-
gram at server 308. Examples of such client stations 322
include for example, workstations, personal computers,
remote computing terminals, or dedicated gaming platforms.

The client station 322 comprises a display device, such as
a display monitor, for displaying visual graphics to users at
the client station 322. Client station 322 also comprises one or
more input devices for the user to provide operational control
over the activities of client station 322 and architecture 300,
such as a mouse or keyboard to manipulate a pointing object
in a graphical user interface.

The client station 322 comprises both a video decoder 306a
and a GPU 3065. The video decoder 306a can be used to
display a stream of video data 110 in any suitable video
format. The GPU 3065 can be used to render graphics at the
client station 322 based upon graphics data 112.

The server 308 comprises a graphics analysis module 320
that includes components to analyze the visual data intended
to be displayed by a central program, and to determine
whether the visual data should undergo rendering at the server
308 or remote rendering at the client station 322.
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If the graphics analysis module 320 determines that local
rendering should be performed at the server 308, then the
combination of the CPU and GPU 3024 at the server 308 is
employed to render the graphics. The server-based CPU
would describe the visual content at an abstract level and the
server-based GPU would render the content in a pixel form
into video data 110. The video data 110 is sent to the client
station 322, where the client-based video decoder 306a pro-
cesses the pixel data for display on the client’s display device.

Ifthe graphics analysis module 320 determines that remote
rendering should be performed at the client station 322, then
the CPU 3025 at the server 308 is employed to generate
graphics data 112 at an abstract level (e.g., using graphics
commands with vector data rather than raster data), and the
graphics data 112 is sent to the client station 322. The client-
based GPU 3065 processes the graphics data 112 to render the
visual content in a pixel form, which is then immediately
displayed on the client’s display device.

According to some embodiments of the invention, the
graphics analysis module 320 can operate to mix and match
how objects even within the same frame are rendered. Thus,
the same frame may include some objects that are rendered at
the server 308 using the server-based CPU and GPU 302a,
while other objects are rendered at the client 322 using the
client-side GPU 30654.

FIG. 4 shows a flowchart of an approach for implementing
mixed server-client rendering according to some embodi-
ments of the invention. At 402, a request is received to display
visual content at the client station. The request comprises any
suitable set of operations or commands that relates to visual
content that would need to be rendered for display at the client
station. For example, in the gaming context, the request could
result from the game software determining that the visual
scene to be displayed to the user needs to be changed in some
way.

At 404, a survey is performed of the architecture/system to
determine the capabilities of the system for performing
either/both server-side rendering or client-side rendering. For
example, this action can be taken to identify the specific GPU
that exists at the client station or to determine the status or
resource availability (e.g., GPU memory) of the GPU at the
client station.

For the objects in the frames to be displayed, the actions of
406 are performed to determine, at 408, whether server-side
rendering or client-side rendering is to be performed. For
server-side rendering, the CPU and GPU at the server are
employed to render the pixel data, and therefore the resultant
video data is streamed to the client as described at 410. For
client-side rendering, the CPU at the server is used to provide
an abstract determination of the visual display, but graphics
data is sent to the client station for rendering by the client-
based GPU as described at 412.

As used herein, the term “object” refers to any suitable
granularity of data for rendering. For example, the object
could comprise any object or entity to be displayed on a
screen, e.g., a discrete object (such as an action figure) within
a display frame. The object could also correspond to an area
of'display real estate having a bounded set of coordinates. The
object could also correspond to a specific command/API
function call (or a set of such commands/calls) that relates to
display of an entity on the screen).

Certain objects will naturally lend themselves to be more
efficiently handled one way versus the other. For example, it
is likely that background scenes that do not change very often
will be more efficiently rendered using the client-based GPU.
This is because the data for the background objects will likely
already reside at the client-side memory cache, and any
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changes in the display will likely only differ in terms of the
viewing angle or position for the background objects rather
than any actual changes in the objects themselves. Therefore,
compared to the relatively high cost of sending server-ren-
dered pixel data across the network for the background
objects (requiring high network bandwidth), it would be
much cheaper to send the graphics data comprising only the
commands/calls to display the background objects from a
different angle (which requires low network bandwidth) and
to allow rendering to occur at the client with the client-based
GPU.

On the other hand, objects that are subject to a larger
amount of dynamic visual changes (e.g., because of anima-
tion) may lend themselves to be more efficiently handled by
server-side rendering. This is because in this situation, the
cost of sending a stream of server-rendered pixels as video
data may be cheaper than sending a stream of vector data
(which is also dynamically changing) and which then needs
to be rendered at the client.

Regardless, it is likely that some of the objects will be
rendered at the client side and some rendered at the server
side. At 414, the image frames are composed from the differ-
ent sets of data sent to the client. In particular, at 416, the
video data is processed for display by the client-side video
decoder. At 418, the graphics data is processed with the client-
side GPU.

FIG. 5 shows a flowchart of an approach for determining
whether server-side rendering or client-side rendering is to be
performed. At 502, analysis is performed of the data and
client configurations. This action involves an analysis of the
visual data to be rendered as well as the details of the GPU
resources at the client.

At 504, a determination is made whether the GPU is
capable of rendering the visual data. If not, then the process
proceeds to 512 to perform server-side rendering so that video
data is sent to the client.

If the GPU is intrinsically capable of rendering the visual
data, an additional determination is made at 506 of the costs
for performing the server-side rendering and the client-side
rendering. According to some embodiments, the costs for
both approaches would be calculated using a common unit of
measurement to facilitate comparisons. For example, the
costs cold be calculated in some embodiments in units of “bits
per second.”

At 508, a comparison of the different costs is performed to
determine which approach provides a relatively more effi-
cient mechanism to render the visual data. If the server-side
rendering costs are relatively less expensive, then server-side
rendering is performed to send video data to the client at 512.
On the other hand, if client-side rendering costs are relatively
less expensive, then graphics data is sent to the client at 510 so
that the client-side GPU can be used to performed client-side
rendering.

FIG. 6 shows a flowchart of an approach for determining
whether the GPU is capable of rendering the visual data for a
given object or set of objects in a frame. At 602, a check is
made whether there are any known problems for the specific
GPU type/model at the client that would prevent the client
GPU from performing the desired rendering activities. For
example, it is possible that there are known bugs with certain
GPUs that negatively affect the GPU’s ability to implement
certain types of rendering operations. If the desired rendering
of the current set of visual data relates to these known bugs,
then this situation would weight against performing client-
side rendering.

At 604, statistics monitoring is performed to determine the
amount of GPU memory that is available at the client. A
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determination is also made of any additional GPU memory
that may be required if client-side rendering is performed. For
example, if data for the object to be displayed is already
within the GPU memory cache and it did not change, then
minimal or no additional memory may be needed. On the
other hand, if the data for the object is not already within the
GPU memory or if that data has changed, then additional
GPU memory may be needed. If the available GPU memory
is insufficient to handle additional memory requirements to
perform client-side rendering, then server-side rendering is
performed.

At 606, a check is made of the available GPU computation
resources, as well as the computation needs to perform client-
side rendering. In some embodiments, this action is per-
formed by checking the current percentage of GPU utilization
and comparing the “busy” percentage to the expected GPU
utilization needed to perform the desired client-side render-
ing. If the required resource consumption exceeds the avail-
able resources, then server-side rendering is performed.

Historical data may also be checked at 608 to determine
whether there are additional factors that need to be considered
to see if an object is renderable at the client. For example, the
expected GPU processor and memory utilization levels for
certain objects that have successfully passed the checks of
604 and 606 may nevertheless have historically resulted in
sub-optimal display performance in the past. Therefore, in
some embodiments, historical analysis can also be used to
determine whether an object should or should be rendered at
the client.

At 610, the above factors are considered to determine
whether the client-side GPU is capable of rendering the dis-
play object.

Any suitable approach can be taken to perform costs cal-
culations for server-side and client-side rendering. For
example, costs can be determined according to the bandwidth
utilization needs of each approach. FIG. 7 shows a flowchart
of an approach for determining and comparing the costs of
performing client-side and server-side rendering when con-
sidered according to the bandwidth utilization needs of each
approach. The path 702 along the left side of the flowchart
corresponds to determination of the server-side rendering
costs and the path 712 along the right side of the flowchart
corresponds to determination of the client-side rendering
costs.

To determine server-side rendering costs, path 702 is per-
formed by first evaluating, at 704, the number of pixels that
need to be displayed for the object (or set of objects) under
examination. This action can be performed by identifying the
size/configuration of the object in question, and then deter-
mining the number of pixels. For example, an object that is
bound by a rectangular box of 100 pixels by 100 pixels
corresponds to a total of 10000 pixels. Next, at 706, calcula-
tions are performed to determine the bits/second bandwidth
needs to transmit those identified pixels in a given period of
time.

To determine client-side rendering costs, path 712 is per-
formed by evaluating, at 714, the quantity of graphics data
that would need to be transmitted to the client to allow ren-
dering to occur at the client. If the graphics data for the object
that is needed for the desired rendering operations already
reside at the client side (and there are no or minimal changes
to that data), then only a small amount of data may need to be
sent across the network from the server to the client. On the
other hand, for visual display of animation, it is possible that
the object data may be changing frequently, which means that
a very large amount/rate of graphics data would need to be
sent to the client to allow the desired rendering to occur with
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the client GPU. At 716, calculations are performed to deter-
mine the bits/second bandwidth needs to transmit the quantity
of data in the given period of time.

A comparison is performed at 720 to determined the rela-
tive costs of performing the server-side and client-side ren-
dering for the object being examined. If the relative costs are
such that it is cheaper to perform client-side rendering, then
graphics data will be sent from the server to the client so that
the client-side GPU is used to render the visual data. On the
other hand, if the relative costs are such that it is cheaper to
perform server-side rendering, then the server-side GPU is
used to render the visual data, and therefore video data will be
sent from the server to the client so that the client-side video
decoder is used to only display the data.

The above-actions are performed successively for the dif-
ferent objects in a frame so that the optimal mixture of client-
side and server-side rendering is performed to render and
display the visual data.

This document will now describe an advanced approach
for determining whether to use client-side and server-side
rendering for rendering drawing objects. The general idea is
that a cost function will be applied to determine the relative
efficiencies of either approach for a given object to be drawn
in an image frame. In some embodiments, the cost function is
based at least in part on the number of pixels associated with
the object to be drawn and the amount of relative bandwidth
that is consumed by either approach to display those pixels at
the client.

FIG. 8 shows a flowchart of this approach for estimating
costs of server-side versus client-side rendering, according to
some embodiments of the invention. At 802, the graphics
commands are identified that will be analyzed to determine
whether to use server-side versus client-side rendering. This
action looks at an image frame to be displayed at the client,
and identifies the graphics commands that are associated with
that image frame.

Next, at 804, an evaluation is performed to identify the
number of pixels that are expected to be displayed as a result
of executing the graphics commands. As previously dis-
cussed, the number of pixels will affect the amount of band-
width that is consumed to display those pixels at the client.
This is because there is a potential tradeoff between the band-
width required to send graphics commands to render those
pixels at the client versus the bandwidth needed to send
pre-rendered pixels as video to be displayed at the client.

At 806, the number of pixels is used to determine the
relative efficiency of for transmitting the image frame as
either graphics or video. For example, one possible approach
is to evaluate efficiency using the following equation:

Efficiency=(Number of visible pixels)/(bandwidth
needed to transmit pixels)

If the efficiency value derived from this equation is at or
above a specified threshold, then the frame is sent as graphics
to be rendered at the client. On the other hand, if the efficiency
measure is less than the threshold value, then the image frame
is rendered at the server, and the image frame is rendered at
the server and sent to the client as video/pixels.

The threshold value(s) for comparison to the efficiency
value can be selected according to any set of suitable param-
eters. For example, the type and quality of the network, client
machine resources, server resources, relative server/client
workloads, and user preferences may be taken into account in
adjusting the threshold levels.

In addition, the threshold does not need to be a fixed value.
This means that the threshold value may differ across difter-
ent portions of an image frame, e.g., between background
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image elements and foreground image elements. In addition,
the threshold may change across different image frames, on
the time of the day, or based on other factors such as whether
the image frames are being transmitted at peak network usage
times or during periods of low network usage times.

FIG. 9 shows a flowchart of an approach for evaluating the
number of pixels associated with graphics commands. At
902, special codes state(s) are inserted into the graphics com-
mand stream to associate unique colors with the different
objects in the image frame. These code states will cause the
objects to be drawn with the colors that have been designated
for those objects. In effect, each different object will now be
drawn with a color that is different from any other object.

Next, at 904, the graphics commands are executed at the
server to draw a small “render target.” A render target is a
buffer where the video card draws pixels for a scene that is
being rendered. In the current approach, the render target is an
“offscreen” render target that does not need to have the same
width and height as the eventual target display. As such, the
graphics commands are rendered in small render targets hav-
ing smaller widths and heights to very quickly draw a repre-
sentation of the image frame. The render target also has a
surface format, which describes how many bits are allocated
to each pixel and how they are divided between the different
colors.

At 906, the colors of the various pixels are identified for the
image frame. Because each object was associated with a
different color, this means that each drawn object should be
associated with pixels having a different color in the drawn
image frame in the render target. As a result, there should be
a detectable number of pixels for every color associated with
a visibly drawn object.

The number of visible pixels that correspond to each drawn
object is determined at 908. This action involves first identi-
fying the number of pixels of a given color that map to a
particularly object. Because the render target is smaller than
the eventual final image, the number of pixels would be scaled
upwards to estimate the actual number of pixels that would be
associated with each object. This estimated number of pixels
would be used, as described above, to calculate the efficiency
of performing rendering at either the server side or the client
side.

FIGS. 10A-E illustrate this approach for performing
server-side and client-side rendering. FIG. 10A shows an
initial set 1002 of graphics commands that has been identified
for analysis. As discussed above in step 902, special coded
states are inserted into the graphics commands to associated
unique colors to the different objects to be drawn. In this
example, statement 1004 is inserted to associate a first color
with an object 1 to be drawn. Similarly, statement 1006 is
inserted to associate a second color with an object 2 and
statement 1008 is inserted to associate a third color with an
object 3.

FIG. 10B illustrates the action of executing the graphics
commands to draw the image frame into a small render target
1080 on the server. In particular, objects 1, 2, and 3 have been
drawn in the small render target 1080, where each object is
associated with a color that differs from the other objects.

As shown in FIG. 10C, a pixel count 1082 is performed for
each drawn object in the render target 1080. This is accom-
plished by reading the color of each pixel in the render target
1080, and then calculating the number or percentage of pixels
for each object in the image frame. Since the size of the render
target is smaller than the expected final image frame. Extrapo-
lation is performed scale the pixel count for each object
upwards to estimate the eventual pixel count for each object 1,
2, and 3 in the image frame.
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In the current example, it can be seen that objects 1 and 2
are quite small. Therefore, in the current example, these
objects are associated with relatively low pixels counts. On
the other hand, object 3 is quite large, and is hence associated
with a relatively high pixel count.

As shown in FIG. 10D, an efficiency analysis 1084 is
performed to determine which portions of the image frame
should be rendered at the server versus being rendered at the
client. In general, a lower pixel count for an object will be
more likely to result in a determination that minimal band-
width is required to send those pixels to a client. This would
tend to result in analysis results to support server-side render-
ing, in which video is sent to the client for those low-pixel
objects. A higher pixel count for an object will more likely
result in a determination that excessive bandwidth is required
to send pixels to a client. This would tend to result in analysis
results to support client-side rendering, in which graphics are
sent to the client for those high-pixel objects.

In the current example, it was previously determined that
objects 1 and 2 are quite small and are therefore associated
with relatively low pixels counts. In the current example, this
resulted in a determination that it would be more efficient to
send these objects as video to the client. On the other hand,
object 3 is quite large and was therefore associated with a
relatively high pixel count. In the current example, this
resulted in a determination that it would be more efficient to
send object 3 as graphics to the client.

FIG. 10E illustrates this scenario, in which graphical
analysis 1320 was performed to generate the small render
target 1080 at the server 1308. The analysis results generated
by the graphics analysis 1320, as described above, resulted in
a determination that it would be more efficient to render
objects 1 and 2 at the CPU/GPU 1302a at the server 1308, so
that these objects are sent as video to the client 1322 to be
displayed at the client-side by video decoder 1306a. The
analysis results generated by the graphics analysis 1320, also
resulted in a determination that it would be more efficient to
send object 3 as graphics to the client 1322 to be rendered
client-side by GPU 13065 at client 1322.

Therefore, what has been described is an improved
approach for rendering visual data. The invention allows a
system to mix and match the different rendering approaches
so that an optimal distribution of work is provided among the
different processing components in the system. The analysis
can be performed on a frame-by-frame, object-by-object
basis. The present approach is quite advantageous in that it is
flexible and can dynamically consider the trade-offs of either
performing server-side rendering or client-side rendering.
System Architecture Overview

FIG. 11 is a block diagram of an illustrative computing
system 1400 suitable for implementing an embodiment of the
present invention. Computer system 1400 includes a bus 1406
or other communication mechanism for communicating
information, which interconnects subsystems and devices,
such as processor 1407, system memory 1408 (e.g., RAM),
static storage device 1409 (e.g., ROM), disk drive 1410 (e.g.,
magnetic or optical), communication interface 1414 (e.g.,
modem or Ethernet card), display 1411 (e.g., CRT or LCD),
input device 1412 (e.g., keyboard), data interface 1433, and
cursor control.

According to one embodiment of the invention, computer
system 1400 performs specific operations by processor 1407
executing one or more sequences of one or more instructions
contained in system memory 1408. Such instructions may be
read into system memory 1408 from another computer read-
able/usable medium, such as static storage device 1409 or
disk drive 1410. In alternative embodiments, hard-wired cir-
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cuitry may be used in place of or in combination with soft-
ware instructions to implement the invention. Thus, embodi-
ments of the invention are not limited to any specific
combination of hardware circuitry and/or software. In one
embodiment, the term “logic” shall mean any combination of
software or hardware that is used to implement all or part of
the invention.

The term “computer readable medium” or “computer
usable medium” as used herein refers to any medium that
participates in providing instructions to processor 1407 for
execution. Such a medium may take many forms, including
but not limited to, non-volatile media and volatile media.
Non-volatile media includes, for example, optical or mag-
netic disks, such as disk drive 1410. Volatile media includes
dynamic memory, such as system memory 1408.

Common forms of computer readable media includes, for
example, floppy disk, flexible disk, hard disk, magnetic tape,
any other magnetic medium, CD-ROM, any other optical
medium, punch cards, paper tape, any other physical medium
with patterns of holes, RAM, PROM, EPROM, FLASH-
EPROM, any other memory chip or cartridge, or any other
medium from which a computer can read.

In an embodiment of the invention, execution of the
sequences of instructions to practice the invention is per-
formed by a single computer system 1400. According to other
embodiments of the invention, two or more computer systems
1400 coupled by communication link 1415 (e.g., LAN,
PTSN, or wireless network) may perform the sequence of
instructions required to practice the invention in coordination
with one another.

Computer system 1400 may transmit and receive mes-
sages, data, and instructions, including program, i.e., appli-
cation code, through communication link 1415 and commu-
nication interface 1414. Received program code may be
executed by processor 1407 as it is received, and/or stored in
disk drive 1410, or other non-volatile storage for later execu-
tion. Computer system 1400 may communicate through a
data interface 1433 to a database 1432 on an external storage
device 1431.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof It
will, however, be evident that various modifications and
changes may be made thereto without departing from the
broader spirit and scope of the invention. For example, the
above-described process flows are described with reference
to a particular ordering of process actions. However, the
ordering of many of the described process actions may be
changed without affecting the scope or operation of the inven-
tion. The specification and drawings are, accordingly, to be
regarded in an illustrative rather than restrictive sense.

What is claimed is:

1. A computer implemented method for determining
whether to perform client-side rendering or server-side ren-
dering on visual data in a client-server system with a client
and a server, comprising:

identifying, by the server, a plurality of objects in a frame

associated with the visual data;
identifying, by the server, graphics commands for each of
the plurality of objects associated with the visual data;

determining, by the server, a number of pixels for each of
the plurality of objects to be displayed as a result of
executing the graphics commands, the number of pixels
being based on visual changes in an object of the plural-
ity of objects;
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determining, by the server, a first efficiency for each of the
plurality of objects based on rendering the visual data as
pixels at the server and transmitting the pixels to the
client;
determining, by the server, a second efficiency for each of
the plurality of objects based on transmitting and ren-
dering the visual data as pixels at the client;

determining, by the server, a relative efficiency for each of
the plurality of objects for transmitting the visual data as
pixels, the relative efficiency being a comparison of the
first efficiency to the second efficiency;

upon determining the relative efficiency for the object of

the plurality of objects meets or exceeds a threshold
value, sending, by the server, the visual data for the
object of the plurality of objects as graphics commands
to be rendered at the client; and

upon determining the relative efficiency for the object of

the plurality of objects falls below the threshold value,
rendering, by the server, the visual data for the object of
the plurality of objects at the server and sending, by the
server, the rendered visual data for the object of the
plurality of objects to the client.

2. The computer implemented method of claim 1, wherein
the relative efficiency is determined by comparing the number
of'pixels to be displayed with an amount of bandwidth needed
to transmit the number of pixels to be displayed.

3. The computer implemented method of claim 1, wherein
the threshold value accounts for network type, network qual-
ity, client resources, server resources, client workloads,
server workloads, or user preferences.

4. The computer implemented method of claim 1, wherein
the threshold value varies across different portions of an
image.

5. The computer implemented method of claim 1, wherein
the visual data corresponds to an image frame.

6. The computer implemented method of claim 5, wherein
the determining the number of pixels to be displayed com-
prises:

inserting codes into the graphics commands associated

with the visual data to associate unique colors with dif-
ferent objects in the image frame;

executing the graphic commands at the server to generate

pixels for a render target;

identifying colors of the pixels generated for the render

target; and

identifying a number of visible pixels for each different

object of the image frame.

7. The computer implemented method of claim 6, wherein
the codes inserted into the graphics commands associated
with the visual data will cause the different objects in the
image frame to be drawn with colors designated for the dif-
ferent objects.

8. The computer implemented method of claim 6, wherein
the render target has a smaller width and height than an
eventual target display for the visual data.

9. The computer implemented method of claim 6, wherein
the render target has a surface format that describes a number
of bits allocated to each pixel of the pixels generated for the
render target and how the number of bits are divided between
the unique colors.

10. The computer implemented method of claim 6,
wherein identifying the number of visible pixels for each
drawn object of the image frame comprises:

identifying a number of pixels for a color of the unique

colors that maps to an object of the different objects; and
scaling the number of pixels for the color of the unique
colors for an eventual target display for the visual data.
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11. The computer implemented method of claim 1,
wherein the identitying of the plurality of objects in a frame
associated with the visual data includes:

drawing a the frame as a rendered target having a smaller

width and a smaller height that a width and height asso-
ciated with the frame; and

identifying each of the plurality of objects in the frame

based on pixel colors.

12. The computer implemented method of claim 11,
wherein the determining of the number of pixels for each of
the plurality of objects includes scaling a number of pixels
associated with the rendered target upwards based on a size
difference between the rendered target and the frame.

13. The computer implemented method of claim 11,
wherein

the sending of the visual data for the object of the plurality

of objects as graphics commands to be rendered at the
client includes generating, by the server, graphics data
using graphics commands with vector data rather than
raster data and sending the graphics data to the client,
and

the rendering of the visual data for the object of the plural-

ity of objects at the server includes rendering the object
of the plurality of objects in a pixel form into video data.

14. The computer implemented method of claim 11,
wherein sending, by the server, the visual data includes both
sending rendered visual data and sending commands to be
rendered at the client.

15. A computer program product comprising a non-transi-
tory computer readable medium, wherein the computer read-
able medium comprises executable program code for imple-
menting a method for determining whether to perform client-
side rendering or server-side rendering on visual data in a
client-server system with a client and a server, the method
comprising:

identifying, by the server, a plurality of objects in a frame

associated with the visual data;
identifying, by the server, graphics commands for each of
the plurality of objects associated with the visual data;

determining, by the server, a number of pixels for each of
the plurality of objects to be displayed as a result of
executing the graphics commands, the number of pixels
being based on visual changes in an object of the plural-
ity of objects;

determining, by the server, a first efficiency for each of the

plurality of objects based on rendering the visual data as
pixels at the server and transmitting the pixels to the
client;
determining, by the server, a second efficiency for each of
the plurality of objects based on transmitting and ren-
dering the visual data as pixels at the client;

determining, by the server, a relative efficiency for each of
the plurality of objects for transmitting the visual data as
pixels, the relative efficiency being a comparison of the
first efficiency to the second efficiency;

upon determining the relative efficiency for the object of

the plurality of objects meets or exceeds a threshold
value, sending, by the server, the visual data for the
object of the plurality of objects as graphics commands
to be rendered at the client; and

upon determining the relative efficiency for the object of

the plurality of objects falls below the threshold value,
rendering, by the server, the visual data for the object of
the plurality of objects at the server and sending, by the
server, the rendered visual data for the object of the
plurality of objects to the client.
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16. The computer program product of claim 15, wherein
the relative efficiency is determined by comparing the number
of'pixels to be displayed with an amount of bandwidth needed
to transmit the number of pixels to be displayed.

17. The computer program product of claim 15, wherein
the threshold value accounts for network type, network qual-
ity, client resources, server resources, client workloads,
server workloads, or user preferences.

18. The computer program product of claim 15, wherein
the threshold value varies across different portions of an
image.

19. The computer program product of claim 15, wherein
the visual data corresponds to an image frame.

20. The computer program product of claim 19, wherein
the determining the number of pixels to be displayed com-
prises:

inserting codes into the graphics commands associated

with the visual data to associate unique colors with dif-
ferent objects in the image frame;

executing the graphic commands at the server to generate

pixels for a render target;

identifying colors of the pixels generated for the render

target; and

identifying a number of visible pixels for each different

object of the image frame.

21. The computer program product of claim 20, wherein
the codes inserted into the graphics commands associated
with the visual data will cause the different objects in the
image frame to be drawn with colors designated for the dif-
ferent objects.

22. The computer program product of claim 20, wherein
the render target has a smaller width and height than an
eventual target display for the visual data.

23. The computer program product of claim 20, wherein
the render target has a surface format that describes a number
of bits allocated to each pixel of the pixels generated for the
render target and how the number of bits are divided between
the unique colors.

24. The computer program product of claim 20, wherein
identifying the number of visible pixels for each drawn object
of the image frame comprises:

identifying a number of pixels for a color of the unique

colors that maps to an object of the different objects; and
scaling the number of pixels for the color of the unique
colors for an eventual target display for the visual data.

25. A server configured to determine whether to perform
client-side rendering or server-side rendering on visual data
in a client-server system with a client and the server, the
server comprising:

a memory that holds executable program code; and

a processor capable of executing the executable program

code, wherein the executable program code comprises

code for:

identifying a plurality of objects in a frame associated
with the visual data;

identifying graphics commands for each of the plurality
of objects associated with the visual data;

determining a number of pixels for each of the plurality
of objects to be displayed as a result of executing the
graphics commands, the number of pixels being based
on visual changes in an object of the plurality of
objects;
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determining a first efficiency for each of the plurality of
objects based on rendering the visual data as pixels at
the server and transmitting the pixels to the client;

determining a second efficiency for each of the plurality
of objects based on transmitting and rendering the
visual data as pixels at the client;

determining a relative efficiency for each of the plurality
of'objects for transmitting the visual data as pixels, the
relative efficiency being a comparison of the first effi-
ciency to the second efficiency;

upon determining the relative efficiency for the object of
the plurality of objects meets or exceeds a threshold
value, sending the visual data for the object of the
plurality of objects as graphics commands to be ren-
dered at the client; and

upon determining the relative efficiency for the object of
the plurality of objects falls below the threshold value,
rendering the visual data for the object of the plurality
of objects at the server and sending the rendered
visual data for the object of the plurality of objects to
the client.

26. The system of claim 25, wherein the relative efficiency
is determined by comparing the number of pixels to be dis-
played with an amount of bandwidth needed to transmit the
number of pixels to be displayed.

27. The system of claim 25, wherein the threshold value
accounts for network type, network quality, client resources,
server resources, client workloads, server workloads, or user
preferences.

28. The system of claim 25, wherein the threshold value
varies across different portions of an image.

29. The system of claim 25, wherein the visual data corre-
sponds to an image frame.

30. The system of claim 29, wherein the determining the
number of pixels to be displayed comprises:

inserting codes into the graphics commands associated

with the visual data to associate unique colors with dif-
ferent objects in the image frame;

executing the graphic commands at the server to generate

pixels for a render target;

identifying colors of the pixels generated for the render

target; and

identifying a number of visible pixels for each different

object of the image frame.

31. The system of claim 30, wherein the codes inserted into
the graphics commands associated with the visual data will
cause the different objects in the image frame to be drawn
with colors designated for the different objects.

32. The system of claim 30, wherein the render target has a
smaller width and height than an eventual target display for
the visual data.

33. The system of claim 30, wherein the render target has a
surface format that describes a number of bits allocated to
each pixel of the pixels generated for the render target and
how the number of bits are divided between the unique colors.

34. The system of claim 30, wherein identifying the num-
ber of visible pixels for each drawn object of the image frame
comprises:

identifying a number of pixels for a color of the unique

colors that maps to an object of the different objects; and
scaling the number of pixels for the color of the unique
colors for an eventual target display for the visual data.
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